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What we hope you will learn

● What is the Hugging face ecosystem and why it is interesting to you

● Run your first pipelines

● Go as far as you can on the Hugging Face NLP Course. 
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What is Hugging Face?

● GitHub of the ML world — a collaborative platform brimming with tools that 

empower anyone to create, train, and deploy NLP and ML models using 

open-source code.

● These models come already pre-trained!

● “The AI community building the future.”
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Hugging face Hub
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The Hugging Face Hub is a platform with over 350k 

models, 75k datasets, and 150k demo apps (Spaces), all 

open source and publicly available, in an online platform 

where people can easily collaborate and build ML 

together. The Hub works as a central place where anyone 

can explore, experiment, collaborate, and build 

technology with Machine Learning

http://huggingface.co


Hugging face repositories
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Models, Spaces, and Datasets are hosted on the Hugging Face Hub as Git repositories, which 

means that version control and collaboration are core elements of the Hub. In a nutshell, a 

repository (also known as a repo) is a place where code and assets can be stored to back up your 

work, share it with the community, and work in a team.

You will start worrying about repositories if you want to submit your models one day. Today, you 

are just a user!

https://git-scm.com/about
http://huggingface.co/hub/repositories


Hugging face models
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The Model Hub is where the members of the Hugging Face community can host all 
of their model checkpoints for simple storage, discovery, and sharing. Download 
pre-trained models with the huggingface_hub  client library, with 🤗 
Transformers  for fine-tuning and other usages or with any of the over 15 
integrated libraries. You can even leverage the Serverless Inference API or 
Inference Endpoints. to use models in production settings.

https://huggingface.co/docs/huggingface_hub/index
https://huggingface.co/docs/transformers/index
https://huggingface.co/docs/hub/models-libraries
https://huggingface.co/docs/hub/models-libraries
https://huggingface.co/docs/hub/models-inference
https://huggingface.co/docs/inference-endpoints


Hugging face model cards
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Model cards are files that accompany the models and provide handy information. Under the hood, 
model cards are simple Markdown files with additional metadata. Model cards are essential for 
discoverability, reproducibility, and sharing! You can find a model card as the README.md  file in any 
model repo.

The model card should describe:

● the model
● its intended uses & potential limitations, including biases and ethical considerations as detailed in 

Mitchell, 2018
● the training params and experimental info (you can embed or link to an experiment tracking 

platform for reference)
● which datasets were used to train your model
● the model’s evaluation results

The model card template is available here.

https://arxiv.org/abs/1810.03993
https://github.com/huggingface/huggingface_hub/blob/main/src/huggingface_hub/templates/modelcard_template.md


Hugging face datasets
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The Hugging Face Hub hosts a large number of community-curated datasets for a 
diverse range of tasks such as translation, automatic speech recognition, and image 
classification. Alongside the information contained in the dataset card, many datasets, 
such as GLUE, include a Dataset Viewer to showcase the data.

Each dataset is a Git repository that contains the data required to generate splits for 
training, evaluation, and testing. For information on how a dataset repository is 
structured, refer to the Data files Configuration page. Following the supported repo 
structure will ensure that the dataset page on the Hub will have a Viewer.

There is also the 🤗 Datasets Python package!!!

https://huggingface.co/datasets
https://huggingface.co/docs/hub/datasets-cards
https://huggingface.co/datasets/nyu-mll/glue
https://huggingface.co/docs/hub/datasets-viewer
https://huggingface.co/docs/hub/repositories
https://huggingface.co/docs/hub/datasets-data-files-configuration


Hugging face dataset cards
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Each dataset may be documented by the README.md  file in the repository. This file is called 
a dataset card, and the Hugging Face Hub will render its contents on the dataset’s main 
page. To inform users about how to responsibly use the data, it’s a good idea to include 
information about any potential biases within the dataset. Generally, dataset cards help users 
understand the contents of the dataset and give context for how the dataset should be used.

You can also add dataset metadata to your card. The metadata describes important 
information about a dataset such as its license, language, and size. It also contains tags to 
help users discover a dataset on the Hub, and data files configuration options. Tags are 
defined in a YAML metadata section at the top of the README.md  file.

https://huggingface.co/docs/hub/datasets-manual-configuration


Hugging face spaces
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Hugging Face Spaces offer a simple way to host ML demo apps directly on your 
profile or your organization’s profile. This allows you to create your ML portfolio, 
showcase your projects at conferences or to stakeholders, and work collaboratively 
with other people in the ML ecosystem.

SDKs that let you build cool apps in Python in a matter of minutes: Streamlit and 
Gradio, but you can also unlock the whole power of Docker and host an arbitrary 
Dockerfile. Finally, you can create static Spaces using JavaScript and HTML.

You’ll also be able to upgrade your Space to run on a GPU or other accelerated 
hardware. ⚡

https://huggingface.co/spaces
https://streamlit.io/
https://gradio.app/
https://huggingface.co/docs/hub/spaces-gpus
https://huggingface.co/docs/hub/spaces-gpus


Hugging Face spaces (let’s play!)
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https://huggingface.co/spaces


Recap

● What is the Hugging face ecosystem?

○ Tasks

○ Repositories

○ Models

○ Datasets

○ Spaces

● Run your first pipeline

●
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Hugging Face resources
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Hugging Face NLP course
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https://huggingface.co/learn/nlp-course/chapter1/3?fw=pt


Playing with Transformers (I)
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1. Create your own zero-shot classifier to distinguish between sentences from of 
“Cervantes” vs “Lope de Vega”.

2. Cervantes:
a. «Amistades que son ciertas nadie las puede turbar.»
b. «Al bien hacer jamás le falta premio.»
c. «Más vale el buen nombre que las muchas riquezas.»

3. Lope de Vega:
a. «Que pobreza no es vileza mientras no hace cosas malas.»
b. «Celos son hijos del amor, mas son bastardos, te confieso.»
c. «¡Dios me libre de enemistades de amigos!»

4. Change the former zero-shot classifier to use the model 
Recognai/bert-base-spanish-wwm-cased-xnli



Playing with Transformers (II)
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Playing with Transformers (III)
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Playing with Transformers (IV)
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Playing with Transformers (V)
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Playing with Transformers (V)
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First Chapter Quiz
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https://huggingface.co/learn/nlp-course/chapter1/10?fw=pt


Behind the pipeline
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https://huggingface.co/learn/nlp-course/chapter2/2?fw=pt


Second Chapter Quiz
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https://huggingface.co/learn/nlp-course/chapter2/8?fw=pt

