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• Neuromorphic Systems: Introduction

Engineering Neuromorphic Systems:

• Massive Connectivity: Address Event Representation

• Neuromorphic Vision Sensors

• Neuromorphic Processors: Spiking ConvNets

• Memristors: dense memory, on-line learning
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Neuromorphic Systems: Introduction

Smart Systems
Conventional Computing 
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Neuromorphic Systems: Introduction

Smart Systems

Conventional Computing

Artificial Intelligence• Highly parallel (1010-1011 neurons)
• Massively interconnectd (1014 synapsis)
• Low frequency component
• Highly noisy and variable components
• Adaptive components
• Communication by electrical spikes
• Asynchronous processing
• Low power consumption: 20-25W

• Separated memory-CPU (Von Neumann)
• Sequential processing
• High frequency computing
• High frequency communication
• High precision computing
• Time sampled information
• Synchronous computation
• High power consumption

Neuromorphic Engineering
Neuromorphic Sensors and Processors
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Conventional vision processing: frame-based

FRAME based conventional vision processing
• Frame-based acquisition
• Localization of ROIs
• Feature Extraction Stages
• Feature Combination Stages
• Classification/Decision Stages

Sequential

Synchronous
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Biological Vision Systems

Parallel

Asynchronous
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Massive Connectivity: Address Event Representation
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Massive Connectivity: Address Event Representation
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Neuromorphic Vision Sensors vs Frame-based Vision Sensors
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Temporal contrast: Dynamic Vision Sensor
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Dynamic Vision Sensor







Hubel & Wiesel Nobel Price 1981

Spiking ConvNets: Biological Vision Processing
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Neocognitron - Fukushima 1969 

8 layers, 376 convolutions
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Biological Vision Systems
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• Back propagation learning in ConvNets
• VLSI implementations
• Hand-writen character recognition
• Signature verification
• Localizing object in images
• Word-level recognition
• Speech recognition
• Face detection
• Obstacle avoidance
• Visual guided navigation

ConvNets Yann LeCun 1989--
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Conventional ConvNets: frame-based
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Event-based Convolutions
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Neuromorphic Convolution Processors
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High-Speed Processing
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Neuromorphic Processing: Pseudo-simultaneity

• …, T. Serrano-Gotarredona, et al. “Comparison Between Frame-Constrained Fix-Pixel-Value and Frame-Free Spiking-Dynamic-
Pixel ConvNets for Visual Processing,” Frontiers in Neuromorphic Engineering in Front. in Neuroscience. 6.32. 

• …, T. Serrano-Gotarredona, et al. A Configurable Event-Driven Convolutional Node with Rate Saturation Mechanism for 
Modular ConvNet Systems Implementation, Original Research, Front. Neurosci. - Neuromorphic Engineering, 2018.

Pseudo-simultaneity



Memristors as synapses: dense memory, on-line learning

• C. Zamarreño-Ramos, et al., “On Spike-Timing-Dependent-Plasticity, Memristive Devices, and building a Self-Learning Visual 
Cortex,” Fron. in Neuromorphic Engineering. Front. Neurosci. 5:26, 2011. DOI: 10.3389/ fnins.2011.00026, 17 March 2011.

• T. Serrano et al. “STDP and STDP Variations with Memristors for Spiking Neuromorphic Learning Systems,” Fronti.in Neuromorphic 
Engineering in Front. in Neuroscience, 7:02. DOI: 10.3389/ fnins.2013.00002, 6 January 2013

Biological Synapses
Memristive Synapses



CMOS-memristive Neuromorphic Architectures

Asynchronous Spiking Computation



CMOS/memristors Processors

Memory technologies with multi-scale time constants for neuromorphic architectures (MeM-
Scales). H2020-ICT-2019-2-871371. January 2020-December 2022
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Procesadores Neuromórficos CMOS/memristores

- 130nm CMOS +  1T1R on top (450x415um2 

per core)
- 64x64 (4k) 1T1R analog memristor crossbar
- 64 pre-synaptic, 64 post-synaptic neurons
- 8x8 CMOL tiles arranged in 2D within the chip
- Each tile (55x51um2): 1 pre-neuron, 1 post-
neuron, 8x8 1T1R synapses

64x64 1T1R CMOL Core with 64-input and 64-output neurons

- 16 CMOL tiles, reconfigurable interconnectivity

- Total 64k 1T1R synapses, 5mm2

Reconfiguration options options:

- 1k input-neurons & 64 output-neurons

- 64 input-neurons & 1k output-neurons

- 256 input-neurons & 256 output-neurons

- 16 independent 64x64 cores

Under test!

CMOL unit tile

Prospectiva: Si Pitch=100nm         
1cm2=10Gsynapses=0,1%cerebro
Equivale a la densidad del cerebro 

1T1R!!
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Conclusions

LOW POWER

Memory-computing colocalization – parallel architectures

Compressive Sensing – sparse coding

Event-based Computing – sparse computation

HIGH SPEED

Asynchronous event-based computing (pseudo-simultaneous input and 
output at each processing layer)

Parallel computing
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Conclusions and Perspectives

OTHER PROS

• Exact spatio-temporal information of the scene is preserved
• The temporal information can also be used to implement biological learning algorithms as Spike-

Time-Dependent-Plasticity based in time correlation

CHALLENGES
• Machine Learning Algorithms for conventional sampled information is very well developed
• Explicit time information produces richer information with higher potential but higher complexity

(models, learning)

OPORTUNITIES
• Conventional ML systems require high energy and computation resources. 
• Low Power Scenarios: autonomous systems (IoT, smart surveillance, remote risky scenarios, …)
• High Speed (drones, car driving,  …)
• Real-time biosignal interaction
• Low level sensory processing – high amount of data paralelism
• Memristive-CMOS technology can enable low power in-memory computing systems with on-line 

learning capability



Thank you !!

terese@imse-cnm.csic.es


