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*Hardware	Implementation

Ø Era	of	BIG	data	à Era	of	HUGE	Data	à Processing	speed	is	crucial
Ø Energy	Consumption	àMore	Efficient
Ø New	kind	of	computation	à Traditional	computers
Ø It	can	be	integrated	with	already	existing	devices
Ø It	would	allow	for	parallel	(and	architecture-adapted)	implementations

Why	a	hardware	implementation	of	AI	systems	is	important?

“Neuromorphic	engineering	is	partly	an	
attempt	to	move	elements	of	machine	
learning	and	artificial	intelligence	
algorithms	to	hardware	that	reflects	
their	massively	distributed	nature.”
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Why	machine	learning	in	photonics?

• ML	tools	are	mostly	developed	using	a	large	variety	of	algorithms->	very	good	
but	are	slow	and	inefficient	in	terms	of	energy	consumption

• Hardware-based	ML	is	becoming	very	popular.
• Can	be	implemented	using	photonics	components:	Neuromorphic	Photonics.

• Fast	&	energy	efficient;	parallel	processing,	time	and	wavelength	
multiplexing.

• Optical	signals:	high		bandwidth;	low	attenuation/distance
• Dissipate	less	heat	and	are	less	susceptible	to	electromagnetic	
interference.

• Despite	its	potential,	research	and	development	is	still	at	an	early	stage.

Photonics hardware-based ML

Scalability challenging: 4x4 neurons ~ 1.2 mm2    Brain: 120.000 neurons



*Introduction

Software-based	AI Artificial	Neural	Networks



*Introduction

Hardware-based	AI



*Introduction

Components	for	Hardware-based	Photonics	AI

Optical attenuators

Delay lines
SOAs

Optical Modulators Polarization Controllers

SCLs

Photodetectors

Optical waveguides

Optical Fibers



*Introduction

Photonics	Integrated	Circuits

But the future lies in the integrated photonic circuits

Shen, et al., Nature Photonics 11, 441-446 (2017).



*Introduction

Fundamental	and	Applications	of	Hardware-based	AI	@	IFISC
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ANNs

Artificial	Neural	Networks



*Reservoir Computing

Reservoir	Computing:
Neuro-inspired	concept

Consider	brain	a	“black-box“	complex	recurrent	network
Analyzes	transient	responses	to	(sensory)	input

Echo	State	Networks	
(H.	Jaeger,	2002)

Liquid	State	Machines	
(W.	Maass et	al	2003)
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Utilizes projection of input state (usually low dimensional) onto a high-dimensional feature space

RC	Properties

How	does	Reservoir	Computing	work?

• Nonlinear	mapping	onto	a	higher	dimensional	state	space	can	make	a	
classification	problem	linearly	separable

• Linear	separability becomes	exponentially	more	likely	with	increasing	state	
space	dimension	

3D

linearly separable

2D

not linearly separable
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Reservoir Computing

Photonic implementation of RC using a 
network of coupled Semiconductor 
Optical Amplifiers as the basic building 
blocks for the reservoir

Passive photonic silicon reservoir was used as a 
generic computational platform for diverse tasks

“Novel paradigms for massively parallel nanophotonic 
information processing

St.	Grant
P.	Bienstman



*Reservoir Computing

How can an ANN be boiled down into the minimum number of 
ingredients that makes it easily implementable in hardware?
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In	how	far	can	we	replace	the	complex	
network	by	the	delay	system?

Many	degrees	of	freedom	distributed	
within	the	delay	loop	
à virtual	nodes	within	the	delay	line

Time	multiplexing	is	used	to	feed	the	
information	

Fading	memory	introduced	by	delay

Delay-based RC @ IFISC

J(t)



*Delay-based RC @ IFISC

Spoken	digit	recognition Speaker	recognition

• Spoken	Digit	Recognition
• Chaotic	time	series	prediction	

Lowest reported error rate 
(0.014%) at highest data 
rate (5x105 words/s)

Time-series prediction with 
an error of 10.6% with a 
prediction rate of 1.3x107

data points/s.



*Hardware-based ML @ IFISC

Microrring Resonators

Two	characteristic	times	scales:	
one	of	~	1ns;	the	other	~	100	ns.	

Passive	element	can	operate	in	
the	linear	or	nonlinear	regime	
depending	on	the	input	power

NARMA	10	Test

“Unveiling the relationship
between brain connectivity
and function by integrated
photonics”

Prof.	Lorenzo	Pavesi
Advanced	ERC	GRANT	2017



*Hardware-based ML @ IFISC

Microrring Resonators



*Hardware-based ML @ IFISC

SMF-based dendritic tree with 
variable input delay paths and 
adjusted plasticity for temporal 

pattern classification tasks
Neurons can perform spatial 
and temporal integration to 

process information

Photonics Dendritic Computation EC Project; 2020-2023)



*Hardware-based ML @ IFISC

Several branches combine in a 
single output

Up to 8 branches

x1
x2
x3
x4

!
!

𝑥𝑖y=
Threshold
Coincident pulses



*Hardware-based ML @ IFISC

Dendritic Computation with MMF

How do we mimic a dendritic arbor with a MMF?



*Hardware-based ML @ IFISC

VCSEL Array

Image from Tobias Heuser, Stephan Reitzenstein group, TU Berlin

Input:	The	input	layer	of	our	reservoir	computer	is	realized	by	the	intensity-modulated	
injection	laser.	VCSELs’	currents	can	be	manipulated	independently.

Connections: between	nodes	and	from	the	input	layer	to	the	reservoir	are	established	
via	an	external	cavity

Output: The	response	of	the	nodes	(VCSELs’	signals)	are	recorded	with	a	photodiode	and	
an	oscilloscope.



*Hardware-based ML

2D/3D Network
3D	long-range	connected	network
3D	printing:	Waveguides	1.2	µm	
diameter,	20	µm	pitch	

To develop three-dimensional photonic circuits, coupled to active media,
in order to realize integrated three-dimensional neural networks
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Conclusions

• There	are	a	variety	of	photonic	components	that	can	be	used	for	non-traditional	
computing:	active	devices	such	as	lasers,	electro-modulators,	SOAs,	EDFAs,	etc.	and	
passive	ones	such	as	microrring resonators,	optical	fibers,	waveguides,	etc.

• Computation	can	be	performed	in	the	range	of	1	to	hundreds	of	GHz	and	with	low	
energy	consumption.

• Also:	Parallel processing,	time	and	wavelength	multiplexing,	high		bandwidth,	low	
attenuation/distance,	low	heat	dissipation,	less	susceptible	to	electromagnetic	
interference,	etc.

• Integrated	photonics	over	different	substrates,	silica,	III-V	components	or	even	
graphene	are	being	investigated.
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Thanks	for	your	attention


